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Intercluster Innovation Differentials: The Role
of Research Universities

Frank T. Rothaermel and David N. Ku

Abstract—We explore the role of research universities in explain-
ing intercluster innovation differentials. Drawing on the knowledge
production function, our baseline hypothesis is that cluster inno-
vative performance is determined by the cluster’s endowment with
financial, intellectual, and human capital. Leveraging fine-grained,
longitudinal panel data tracking the population of medical device
clusters in the USA over a 12-year time period (1990-2001), we
demonstrate strong support for the notion of spatial heterogeneity
in cluster innovative performance. In particular, research univer-
sities, which play a critical role by serving as a source of knowledge
spillovers and producing graduates who disseminate tacit knowl-
edge within a cluster, are a critical ingredient for innovative per-
formance in a regional technology cluster.

Index Terms—Innovation, intercluster performance differen-
tials, medical device industry, regional technology clusters, re-
search universities, spatial heterogeneity, technology transfer.

1. INTRODUCTION

HE GEOGRAPHIC concentration of economic activity

has been of interest to scholars ever since Marshall [50],
alluding to collectively held industry knowledge, remarked that
there was “steel in the air” in Sheffield while documenting indus-
trial districts, now commonly referred to as technology clusters.
Globalization, the emergence of the Internet, and other advance-
ments in communications technology and transportation logis-
tics, however, have led some scholars to proclaim that firm loca-
tion has become increasingly less important [9]. Because firms
are now more than ever in a position to source inputs globally,
location must be diminishing in importance when attempting
to explain firm-level competitive advantage. Proponents of this
theory suggest that this line of reasoning is especially salient
in high-technology sectors like semiconductors, medical de-
vices, or biotechnology, where the critical production inputs are
financial, intellectual, and human capital. Some of the key pro-
duction inputs for these high-technology industries tend to be
either intangible (e.g., intellectual capital) or have the ability to
cross spatial distance without incurring significant transaction
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costs (e.g., financial capital). Even human capital, particularly
scientists and engineers, has exhibited significant geographic
mobility in recent decades [13]. For these reasons, spatial ag-
glomeration should have become less important, especially for
high-technology industries.

While these arguments are persuasive prima facie, a closer
look at the economic geography at the beginning of the twenty-
first century reveals a prevalence of regional technology clusters.
If globalization and drastic advancements in technology reduce
the importance of firm location, what accounts for the thriv-
ing clusters of semiconductor firms in Silicon Valley, medical
device firms in the Chicago area, and biotechnology firms in
Boston? Spatial concentration and heterogeneity are clearly ev-
ident here and appear to be especially salient in high-technology
industries [3]. In contrast to the spatial homogeneity hypothesis,
other scholars argue that technology clusters have become even
more important in light of globalization and the emergence of
the Internet [42], [43]. Porter captures this phenomenon appro-
priately, “Paradoxically, the enduring competitive advantages in
a global economy lie increasingly in local things—knowledge,
relationships, and motivation that distant rivals cannot match”
[55, p. 77].

It is clear that understanding the performance of regional
technology clusters is imperative to a wide set of constituencies
including economic development agencies, university admin-
istrations, corporate managers, economists, and strategy schol-
ars. Public entities such as cities, states, regions, and nations
strive to become world leaders in specific industries [54]. Uni-
versity administrators increasingly explore the economic po-
tential of their institutions’ research for the local economy,
an important topic in times of reduced public funding for re-
search [47], [48], [53], [73]. Managers have to make critical lo-
cation choices when deciding where to base startups or corporate
R&D laboratories [6], [20]. Economists have a keen interest in
potential knowledge spillovers within technology clusters [41].
Finally, strategy scholars attempt to understand whether location
in a regional technology cluster might aid a group of firms in
gaining and sustaining a competitive advantage [4], [55], [56].
Some even advocate that the context within which firm-level
competitive advantage can be understood should be shifted from
strategic groups or industries to regional clusters [55], [56], [66].

While prior research has produced compelling evidence that
regional technology clusters provide benefits for companies,
universities, and governments (see [56] for a review), the
question of what determines intercluster innovation differen-
tials remains. While understanding that regional technology
clusters can offer substantial advantages is an important first
step, one must also realize that not all clusters perform at the
same level. Saxenian [66], for example, makes this point when
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comparing computer manufacturers in the Silicon Valley clus-
ter to the Boston Route 128 cluster. While both regions are
prominent computer technology clusters, Silicon Valley outper-
forms Boston’s Route 128 in recent history, as demonstrated
by Saxenian’s insightful account based on qualitative research,
highlighting factors such as informal information exchange, in-
terfirm mobility of key personnel, and networking. Rothaermel
et al. [60] documents that biotechnology startups located in top
regional clusters are more likely to be chosen as alliance partners
by large pharmaceutical companies, an endorsement that plays a
critical role in helping new ventures accomplish an initial public
offering [70]. Empirical evidence therefore, suggests, that spa-
tial heterogeneity along several performance dimensions exists
among clusters within the same industry.

The literature on intercluster performance differentials is no-
ticeably lacking in large-scale quantitative studies, likely due
to the difficulty of obtaining fine-grained data across a large
number of clusters over time. The absence of studies allowing
for more rigorous hypotheses testing through formal economet-
ric analyses has hampered empirical progress in this field. This
study attempts to close the gap by testing a model that high-
lights key capital endowments and their effects on intercluster
innovation differentials.

We advance herein a theoretical model in which we predict
that intercluster innovation differentials are a function of the
clusters’ endowments in financial, intellectual, and human cap-
ital. We highlight research universities as a critical ingredient
to innovation within technology clusters, as they are a source
of knowledge spillovers and produce graduates through which
knowledge disseminates throughout a cluster. More specifically,
we investigate the role of different academic disciplines in gen-
erating innovation in medical devices such as heart valves, vas-
cular stents, total knee implants, and spinal disk replacements,
all of which demand a high degree of innovation and engineer-
ing.

It is important to identify the sources of such ideas, whether
from universities or industry, to better understand the produc-
tion of new products in this important economic sector. To test
the proposed model of intercluster innovation differentials, we
leverage fine-grained, longitudinal panel data collected for the
population of medical device clusters in the USA. We test this
model on a sample of all 248 medical device locations during
the 12-year time span between 1990 and 2001, enabling us to
draw on a sample of close to 3000 observations.

II. CAPITAL ENDOWMENTS AND INTERCLUSTER
INNOVATION DIFFERENTIALS

Porter defines a regional technology cluster as a “geograph-
ically proximate group of interconnected companies and asso-
ciated institutions in a particular field, linked by commonalities
and complementarities” [56, p. 4]. Firms, public institutions like
research universities, and trade and regional associations are in-
terconnected through formal and informal networks. Firms in
clusters are characterized by simultaneous competition and co-
operation, because these relationships take place on different
dimensions and stages along the industry value chain. Regional

technology clusters present a hybrid spatial organizational form,
located between the endpoints of a continuum beginning with
arm-length transactions in markets and ending with vertical in-
tegration through hierarchies [55]. On the one hand, geographic
proximity and close interactions among cluster firms, over time,
contribute to the development of trust, and thus, enhance interor-
ganizational exchange [21]. Clusters tend to provide a context
of stronger social embeddedness than market transactions [27],
and thereby, facilitate effective exchange. On the other hand,
clusters provide more flexibility than do vertical integrated hier-
archies or networks of formalized alliances because firms within
clusters are generally linked through informal ties.

Firms located in a technology cluster can avail themselves of
several benefits, frequently the result of externalities emerging
within the geographically constrained space of that cluster [55].
According to the theory of localized knowledge spillovers, clus-
ter firms benefit from local research universities because uni-
versities generate knowledge spillovers, which tend to be re-
gionally constrained [3], [41]. Moreover, the cost of transfer-
ring and absorbing knowledge spillovers is a positive function
of geographic distance to the knowledge hubs, frequently re-
search universities [45], [46], [67]. Not only are research uni-
versities a source of knowledge spillovers, they also educate
and train people in fields critical to innovation in technol-
ogy industries like the sciences and engineering; this explicit
and tacit knowledge then travels from the research laborato-
ries to the companies [3], [5], [6]. One can, therefore, pos-
tulate that a prominent semiconductor cluster emerged in the
Silicon Valley area because firms were able to benefit from
intellectual and human capital generated at Stanford Univer-
sity and the University of California-Berkeley, among other
research institutions in the immediate vicinity. In a similar
fashion, one can argue that a leading biotechnology cluster
emerged in Boston because biotechnology startups were able
to benefit directly and indirectly from the research and teach-
ing conducted at Massachusetts Institute of Technology (MIT),
Harvard, and other institutions in the Boston metropolitan
area.

In addition, firms in a cluster often have privileged access to
venture capital (VC) because venture capitalists tend to colocate
near premier research universities in order to evaluate and fund
commercially viable research [25]. This benefit is particularly
salient for new venture creation because venture capitalists not
only provide capital but also strategic and technical assistance,
often in the form of a monitoring role on the new venture’s
board of directors. Venture capitalists, moreover, tend to ac-
tively recruit managers, lawyers, suppliers, and customers for
their portfolio companies. Because relationships between ven-
ture capitalists and their portfolio companies tend to be deep and
extensive, venture capitalists generally prefer to fund spatially
proximate ventures [68].

Taken together, most of a cluster’s benefits are an outflow
of its capital endowments in three critical areas: financial, in-
tellectual, and human capital. Financial capital describes the
monetary resources necessary to fund innovation. Here, venture
capital and grants from public institutions like the National Sci-
ence Foundation (NSF) or National Institutes of Health (NIH)
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play a critical role, especially in high-tech, science intensive re-
search areas. VC is a direct source of capital for entrepreneurial
ventures, whereas NSF and NIH grants apply more indirectly.
While venture capitalists frequently fund university startups,
NSF and NIH grants are given predominantly to research uni-
versities to fund basic and applied research. Intellectual capital
captures basic and applied knowledge generated by research
universities, which, in turn, spill over for entrepreneurs and
startups to leverage without internalizing the costs related to re-
search [40], [64]. Finally, human capital concerns the training of
the labor force, in particular the necessary specialized training
in the sciences and engineering; both fields are critical ingre-
dients to commercially viable university inventions, and should
contribute directly to the innovative productivity of technology
clusters.

Porter [54] provides evidence for the notion that the compet-
itiveness of a cluster depends, to some extent, on its capital en-
dowments. The resource-based view is an important framework
in strategic management research used to evaluate differential
performance. Barney [8, pp. 105-106] elaborates on this view,
positing that for a resource to have the potential to be the ba-
sis of a competitive advantage, “(a) it must be valuable, in the
sense that it exploits opportunities and/or neutralizes threats in
a firm’s environment, (b) it must be rare among a firm’s current
and potential competitors, (c) it must be imperfectly imitable,
and (d) there cannot be strategically equivalent substitutes for
this resource that are valuable but are neither rare or imper-
fectly imitable.” This framework is termed VRIN (valuable,
rare, inimitable, and nonsubstitutable).

If we apply the VRIN framework to the cluster rather than
the firm as the unit of analysis, we note that the three capi-
tal endowments (financial, intellectual, and human) are valu-
able, rare, unique, and nonsubstitutable because they tend to
be geographically constrained, and therefore, imperfectly mo-
bile [52], [69]. Intellectual capital is the basis for knowledge
generation and knowledge spillovers, yet these spillovers tend
to be locally constrained [41]. Clearly, university graduates
move out of clusters, and with that movement, valuable knowl-
edge travels away. Nonetheless, the knowledge transfer may
be “sticky” [71], that is, the knowledge may not be transferred
completely away. Stickiness happens particularly if a significant
amount of knowledge is tacit in nature, which is frequently the
case in science-intensive industries. Agrawal et al. [1], for ex-
ample, demonstrate that knowledge flows tend to be localized
because of social relationships, which are more likely to be de-
veloped and maintained in geographically constrained spaces.
Stuart and Sorenson [69] provide evidence for the notion that
important resources for new ventures are embedded in social
relationships that tend to be spatially constrained. These find-
ings provide indirect evidence that complex knowledge tends to
travel poorly.

We also suggest that financial resources based on venture
capital and grants from national agencies tend to be locally
bound within regional clusters because venture capitalists tend
to colocate near premier research universities, and the majority
of grants are awarded to these same universities [25]. Therefore,
we posit that financial, intellectual, and human capital endow-

ments are resources that adhere to the VRIN attributes, and thus,
may be employed to predict intercluster performance differen-
tials.

III. EMPIRICAL MODEL

Taken together, our overarching hypothesis is that a clus-
ter’s innovative output is a function of its endowments in
financial, intellectual, and human capital. Following the ap-
plication of knowledge production functions to explain innova-
tion [18], [29], we hypothesize that a cluster’s innovative output
is generated by the knowledge production function

Y = f(F,1,H;Z) )

where Y is the measure of innovative output, F' is the cluster’s
financial capital endowment, / is the cluster’s intellectual capital
endowment, H is the cluster’s human capital endowment, and
Z is the vector of control parameters. Taking a closer look at
this knowledge production function, it becomes apparent that
the role of research universities is a critical determinant in the
innovation production function of clusters: not only are they
the source of the intellectual capital, a result of ongoing basic
and applied research, but they also produce the human capital
necessary for innovation. Moreover, venture capitalists, as the
major source of financial capital, tend to colocate near research
universities [25]. Finally, the vast majority of federal research
grants are given to leading research universities. Taken together,
the research university determines, directly or indirectly, the
levels of capital endowments in a regional technology cluster to
a significant extent.

It is important to note that we do not advance a model of one-
time capital endowments in terms of stocks, but rather a model in
which a cluster’s capital endowment is evaluated each year over
time, making it more akin to a flow model of endowments over
time [17], [29], [30]. A consistently higher flow of endowments
over time should explain why one cluster outperforms another.

IV. METHODOLOGY
A. Research Setting

The research setting for this study is the USA medical device
industry, a subset of the healthcare industry. The overall health-
care industry in the USA is approximately $1.3 trillion, amount-
ing to over 12% of the Gross National Product (GNP) [75]. The
spending on healthcare products is a direct function of age de-
mographics and is relatively insensitive to race, socioeconomic
class, and gender. The growth in this sector is likely to dominate
the USA economy as the baby boomers reach 60+ years, esti-
mated to balloon to $3.6 trillion by 2017. Within the healthcare
industry, medical device technology, though a relatively young
sector, is nonetheless quite important. In 2002, expenditure on
medical devices totaled approximately $220 billion, whereas ex-
penditures on all pharmaceuticals and biotechnology products
combined amounted to only $176 billion [2].

The medical device industry is a vibrant high-technology in-
dustry that comprises the commercial activity related to the in-
vention, development, manufacture, and sale of medical device
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implants and other external products such as braces, crutches,
and bandages. The development of pacemakers, vascular grafts,
heart valves, and joint replacements in the 1950s spearheaded
the advancement of this industry. Pacemakers were pursued by
Earl Bakken, an inventor and engineer in Minneapolis, and a
cofounder of Medtronics in 1957. Joint replacements were de-
veloped in the metalworking environment of Warsaw, IN. Oth-
ers [12] have identified important milestones such as the creation
of advanced cardiovascular systems (ACS) in 1978 by Stanford-
trained physician John Simpson, who successfully commercial-
ized the invention of the balloon catheter to clear blocked coro-
nary arteries in order to prevent cardiac arrest (i.e., angioplasty).
Given his training at Stanford University, a worldwide leading
research university, it was not surprising that Simpson based
ACS in Santa Clara, CA, and thus, helped to initiate the forma-
tion of a medical device cluster (today, the San Jose, CA, cluster)
through several entrepreneurial spin-outs from ACS [12].

Medical devices can approximately be divided into six major
subdivisions [2]: biological products (7%), dental (5%), diag-
nostic (12%), medical equipment (16%), ophthalmic (7%), and
surgical device implants, instruments, and supplies (53%). The
dollar value for these subdivisions is weighted heavily toward
surgical device implants such as pacemakers, heart valves, and
total knee and hip replacements.

The distribution of medical devices companies is quite bipo-
lar: 11 companies have market caps greater than $3 billion, while
105 are currently valued at under $200 million [2]. Typically,
small startups produce most of the new products, with larger
companies following with the acquisition of these successful
smaller companies after market validation [36], [62]. Thus, large
incumbent firms such as General Electric, Medtronic, or Johnson
& Johnson focus mainly on incremental innovations. In contrast,
more radical innovations tend to frequently emerge from univer-
sity research or are user-led by physicians and clinicians [57].
However, it is also important to note that innovation in medical
devices does not progress along a linear and unidirectional line,
where basic knowledge and scientific breakthroughs emerge
from research universities before they are refined and developed
along the industry innovation value chain. Rather, innovation in
medical devices depends on complex and extensive interactions
between universities and industry, where knowledge and tech-
nology are exchanged in a bidirectional fashion [16], [22], [24].

It is noteworthy that medical device firms generally do not
make significant investments in basic science, a fact that deep-
ens their dependence on basic scientific research conducted at
universities and leading company laboratories such as Bell Lab-
oratories, which are often not directly related to the medical
device industry. To illustrate this point, Gelijns and Thier [23]
recall the history of the laser (short for light amplification by
stimulated emission of radiation), an important scientific break-
through underlying many medical devices today (see also [58]).
Foundational work was accomplished by Charles Townes at
Columbia University in the early 1950s, who invented the maser,
“a device that creates a focused microwave beam using stim-
ulated emission. Townes then collaborated with Schawlow of
Bell Laboratories on a theory of how stimulated emission might
work at the wavelength of visible light—from maser to laser”

[23, p. 73]. The collaborative work by Arthur Schawlow and
Charles Townes was published in 1958 in the Physical Review,
and Bell Laboratories was granted a patent for the laser in 1960.

Gelijns et al. [22] describe the laser as “one most powerful
and versatile advances in technology in the 20th century. The
widening range of applications in the 35 years since the laser was
patented at Bell Laboratories is breathtaking . . . The possibility
of using the laser for eye and skin disorders became appar-
ent soon after its introduction. However, fundamental research
questions about the properties of light, transmission, scatter, re-
flection, and absorption needed to be answered before the laser
could be used for clinical conditions such as refractory angina
pectoris, which involve more complex tissue structures.” This
example, in turn, echoes the importance of basic science con-
ducted at research universities, without which the laser’s many
subsequent medical applications would not have been possible.
More recently, scientific breakthroughs in biotechnology, com-
puting, and nanotechnology have opened up vast opportunities
for continued innovation in medical devices.

Finally, the medical device industry is generally a clean one,
requiring both skilled and unskilled labor. Growth is spurred
mostly by innovation in technological development. As such,
the outsourcing of early stage product development to overseas
locations has generally not occurred, and it appears that this
economic sector, like biotechnology, is likely to remain within
the USA.

B. Data

To test our research model detailed in the knowledge produc-
tion function before, we collected annual data on all regional
technology clusters in the USA medical device industry over a
lengthy time period. Cluster innovation data were drawn from
the Cluster Mapping Project at the Institute for Strategy and
Competitiveness (ISC), Harvard Business School [39]. The ISC
is led by Professor Michael Porter, and operationalizes regional
clusters as follows: “Clusters are defined initially using [USA]
state-level data (n = 50). The robustness of cluster composi-
tion is verified using Economic Area as the geographical unit.
Clusters are constructed using two approaches, which are then
reconciled. First, select a prominent ‘core’ industry in a field or
part of the economy [here: medical devices]. Calculate the lo-
cational correlations of all other industries with the core. Those
industries with statistically significant correlations with the core
define the extent of the cluster. Second, calculate locational cor-
relations between all pairs of industries in a general field and
potentially related fields. Those set of industries with statisti-
cally significant and substantial intercorrelations among each
other define the cluster. In both cases some industries may have
spurious correlations to a cluster because of the co-location of
several strong clusters in the same geographical area. Spurious
correlation is eliminated using Input—Output tables, industry
definitions, and industry knowledge [39].”

Following this operationalization of the cluster concept, we
included all metropolitan statistical areas with nonzero medical
device employment over the study period. This approach is pru-
dent to avoid sampling on the dependent variable, a frequently
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observed problem of cluster studies relying on small samples.
The medical device companies are geographically dispersed
throughout the USA, with 248 distinct locations. Because we are
investigating intercluster performance differentials over time, it
is important to note that medical device companies tend to stay
in their place of birth. The profit margins for these companies
are typically quite high because of regulatory entry barriers
and strong intellectual property protection, and thus, most com-
panies have not been forced to relocate to low-wage geogra-
phies. States with high numbers of medical device companies
have enjoyed a dynamic but balanced growth from this sector,
which has not been beset by the fluctuations of other markets
such as information technology. We followed the 248 medi-
cal device clusters over the 12-year period between 1990 and
2001, and were able to draw on 2976 cluster-year (=248 x 12)
observations.

C. Measures

1) Intercluster Innovation Differentials: We attempt to ex-
plain intercluster innovation differentials. A cluster’s propensity
to innovate is especially salient because of its importance to the
dynamism of advanced economies [51]. We proxied a cluster’s
innovativeness through the number of medical device patents as-
signed to each cluster by the USA Patent and Trademark Office.
Patenting in medical devices is a critical competitive element
in this industry because growth and firm performance is de-
termined by continued innovation [12]. In addition, protecting
intellectual property through patents appears to be quite effec-
tive in medical devices; as Cohen et al. [15] found, based on a
survey of 1478 laboratories in the USA manufacturing sector,
medical equipment (SIC 3311) was the sector with the strongest
patent effectiveness score among all 34 manufacturing sectors
surveyed. Given the strong intellectual property protection that
patents in the medical device industry enjoy, it is not surpris-
ing that close to 30 000 patents had been issued by the end
of our study period [39]. The reliability of patent count data
as a measure for innovation has been established empirically
[31]. Moreover, prior research demonstrates that patent count
data are highly correlated with citation-weighted patent mea-
sures, thus proxying the same underlying theoretical construct
[32].

At the end of our study period in 2001, the Boston—Worcester—
Lawrence—Lowell-Brockton, MA-NH, medical device clus-
ter was the most innovative one in absolute terms, generat-
ing 243 medical device patents. This lead is followed by the
Minneapolis—St. Paul, MN-WI, cluster with 133 patents, and
the San Francisco, CA, cluster with 119 patents. Over the study
period, however, the San Francisco cluster’s patenting rate in-
creased by a cumulative of almost 400%, followed by a 270%
increase for the Minneapolis—St. Paul cluster, and a close to
250% increase for the Boston cluster. Fig. 1 and Table I doc-
ument the spatial distribution, development, and heterogeneity
of medical device patents in the USA at the beginning of the
study period in 1990, and at the end of the study period in
2001.

Medical Device Patents, 1990

O ® o .

120+ 80-119 40-79 0-39

Medical Device Patents, 2001

O

N

O @ e .

120+ 80-119 40-79 0-39

Fig. 1. Top 15 medical device clusters by patents, 1990 and 2001.

D. Independent Variables

1) Financial Capital: We used two proxies to assess a clus-
ter’s financial capital endowment: venture capital and grants
from the NIH. VC plays a critical role in converting university
inventions into commercially viable innovations [25], one of the
assumed drivers in the medical device industry. The proxy we
used was the amount of VC invested in the medical and health
sector per cluster for each year during our study period. These
data were collected from the SDC Platinum V database, which
Thomson Financial publishes under the name VentureXpert.
This database contains detailed information on VC transactions
in the USA and abroad spanning several decades. To avoid un-
necessary heterogeneity in the venture capital funding data, we
limited venture capital transactions to the medical and health
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TABLE I
Topr 15 MEDICAL DEVICE CLUSTERS BY PATENTS, 1990 AND 2001

Medical Device Patents, 1990

Boston-Worcester-Lawrence-Lowell-Brockton, MA-NH 94
Los Angeles-Long Beach, CA 69
Chicago, IL 66
New York, NY 60
Philadelphia, PA-NJ 57
Minneapolis-St. Paul, MN-WI 48
Rochester, NY 45
San Jose, CA 42
Newark, NJ 41
Orange County, CA 39
Middlesex-Somerset-Hunterdon, NJ 36
Washington, DC-MD-VA-WV 36
Houston, TX 33
New Haven-Bridgeport-Stamford-Danbury-Waterbury, CT 33
San Diego, CA 32

Medical Device Patents, 2001

Boston-Worcester-Lawrence-Lowell-Brockton, MA-NH 233
San Jose, CA 175
Philadelphia, PA-NJ 141
Minneapolis-St. Paul, MN-WI 130
San Diego, CA 123
San Francisco, CA 123
Los Angeles-Long Beach, CA 118
Chicago, IL 107
New York, NY 93
Oakland, CA 89
Orange County, CA 81
Washington, DC-MD-VA-WV 77
Rochester, NY 67
Seattle-Bellevue-Everett, WA 62

New Haven-Bridgeport-Stamford-Danbury-Waterbury, CT 56

sector. The clusters with the highest annual investments of ven-
ture capital in the medical and health sector were San Jose,
CA, with over $1.4 billion, followed by Orange County, CA,
with close to $850 million, and San Diego, CA, with about
$840 million. To alleviate any estimation biases caused by
inflation, we converted all financial data into 2001 constant
dollars.

The second proxy for a cluster’s endowment of financial
capital was the total amount of NIH research grants awarded
annually to the research universities within the cluster. We ob-
tained these data from the Office of Extramural Research at the
NIH. The NIH budget amounts to approximately $27.3 billion
and funds most of the primary research in the area of human
medicine. In contrast, the NSF budget for biological sciences
and bioengineering amounts to approximately $650 million, or
about 2.4% of the NIH budget.

The products of publicly funded research discovered and de-
veloped at universities are required to be patented and made
commercially available under the Bayh-Dole Act of 1980.
Some of the new developments eventually become pharma-
ceuticals, while others become medical devices. Given that
there are approximately 90 000 Food and Drug Administration

(FDA)-approved medical devices versus approximately 1400
FDA-approved prescription drugs, it is much more likely that
newly applied research will find its way into the medical de-
vice arena [2]. Clearly, research grants appear to be a critical
driver for research productivity at research universities, and are
directly related to knowledge spillovers, one of the important
benefits of spatial agglomeration. The medical device clusters
that obtained the largest annual grants from the National Insti-
tutes of Health were San Diego, CA, with close to $250 million,
followed by the Boston, MA, area with over $200 million, and
the Seattle, WA, cluster with close to $180 million, again, in
constant 2001 dollars.

2) Intellectual Capital: Intellectual capital emerges from re-
search universities through engagement in basic and applied
research, and provides the basis for complex tacit knowledge
to develop within a cluster. We proxied a cluster’s intellec-
tual capital by the number of doctoral/research universities (ex-
tensive) within a cluster. This definition is based on the clas-
sification by the Carnegie Foundation [11, p. 1], which de-
scribes the leading research universities in the USA as follows:
“Doctoral/Research Universities—Extensive: These institutions
typically offer a wide range of baccalaureate programs, and they
are committed to graduate education through the doctorate. . . .
they awarded 50 or more doctoral degrees per year across at
least 15 disciplines.” As of 2000, 151 (3.8%) universities in the
USA fell into this elite category. The highest concentration of
premier research universities was found in the Boston cluster
(8), followed by the Los Angeles, New York, and Washington,
DC, clusters (six each).

Moreover, as evidenced by the founding of ACS, the medical
device industry is an example where user-led innovation appears
to be prevalent [12], [22]. In user-led innovations, “it is typically
the product user, not the product manufacturer, who recognizes
the need, solves the problem through an invention, builds a
prototype, and proves the prototype’s value in use” [37, p. 25].
Given the importance of the physician-led innovation in medical
devices [44], we used the number of medical schools as a second
proxy of a cluster’s intellectual capital. Medical schools, as
well as their attached teaching hospitals, are integral parts of
the innovation system in medical devices, where physicians
engage in cutting-edge research, instruction, and practice of
medicine [23].

We obtained the names and locations of all 125 accredited
M.D.-granting medical schools in the USA from the Association
of American Medical Colleges (AAMC), and mapped the med-
ical schools onto the medical device clusters based on their geo-
graphic locations. All but four medical schools were located in 1
of the 248 medical device clusters.! The greatest density of med-
ical schools was found in the New York, NY, cluster (eight med-
ical schools), followed by the Boston—Worcester—Lawrence—
Lowell-Brockton, MA-NH, Philadelphia, PA-NJ, and

IThe four medical schools not located in a medical device cluster are Dart-
mouth Medical School in Hanover, NH, and three medical schools in Puerto
Rico. Moreover, with the exception of the Florida State University’s College of
Medicine, which was founded in 2000, all other medical schools were founded
prior to the beginning of the study in 1990.
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Washington, DC-MD-VA-WYV clusters (four medical schools
each).

3) Human Capital: Research universities produce the hu-
man capital necessary for innovation. When proxying the human
capital endowment of a cluster, therefore, we focused on gradu-
ates in engineering, biomedical, and medical sciences as the rel-
evant disciplines for innovation in medical devices. University
graduates, especially from premier research universities like the
ones included in Carnegie Foundation’s top research category,
are endowed with a high level of specific human capital that
functions as a mechanism by which knowledge is transmitted.
Both upstream training in the basic sciences and downstream
complementary training in the more applied engineering disci-
plines are required to successfully convert inventions into viable
innovations.

We collected annual data on the number of science and en-
gineering graduates. The latter are considered to be critical in
translating scientific inventions into commercially viable inno-
vations, because “innovation in medical devices is by and large
engineering-based problem solving by primarily individuals or
small firms ...” [57, p. 5]. Thus, we obtained fine-grained data
for several different fields in the sciences relevant to advance-
ments in medical devices: chemical engineering, electrical engi-
neering, mechanical engineering, biomedical engineering, and
medical sciences.

New devices are frequently invented as a direct response to
a clinical need [22]. Medical science graduates are potentially
important drivers for these new treatments and devices, which,
in turn, need to be made into practical products that can be man-
ufactured at a large scale. Such devices are often in the form of
glucose, biochemical sensors, and actuators, which are the main
purview of chemical engineers. Cardiac rhythm management
and controllers often depend on electrical circuits and controls,
best addressed by electrical engineers. The domain of mechan-
ical engineers includes the largest group of medical devices,
which is structural in function (e.g., artificial hips and knees).
All of these products must be manufactured under the standard
of “Good Manufacturing Procedures.” In recent years, a newer
area of biomedical engineering has also emerged. Some pro-
grams emphasize medical device development and innovation,
while others focus on biological quantitative behavior. New
devices are most often proposed and developed by practicing
surgeons (e.g., in the case of implants) and by internists (e.g., in
the cases of efficiency instruments). After an idea is proposed,
engineers typically create prototypes and develop manufactur-
ing techniques. Thus, a wide variety of engineering disciplines
from chemical, electrical, mechanical, and biomedical areas are
expected to contribute to, but not dominate, the medical de-
vice arena. Medical sciences are more fundamental in nature
than the engineering sciences, and tend to span these specific
disciplines. Because engineering Ph.D.s are critical for con-
verting inventions into economically viable products, we also
collected data on Ph.D. degrees awarded in chemical engineer-
ing, electrical engineering, mechanical engineering, biomedical
engineering, and the medical sciences. Annual data on univer-
sity graduates were obtained from the NSF, and then, mapped
onto each medical device cluster.

A fine-grained look at the distribution of the science gradu-
ates revealed that the Boston, MA, cluster produced the highest
annual number of graduates in four out of the five science areas
included in this study: chemical engineering (324), electrical
engineering (1355), mechanical engineering (680), and medi-
cal sciences (1689). The highest annual number of biomedical
graduates was produced by the Baltimore, MD, cluster (148).
When considering science Ph.D. degrees only, we found that
the Boston, MA, cluster produced the highest annual number
of all Ph.D. degrees in the sciences (357), again leading in four
out of five areas: chemical engineering (69), mechanical engi-
neering (67), biomedical engineering (18), and medical sciences
(52). The Los Angeles, CA, cluster graduated the highest annual
number of electrical engineering Ph.D.s from 1990-2001 (123).

E. Control Variables

1) Cluster Size: When assessing intercluster innovation dif-
ferentials, it is important to control for the size of each cluster.
We used the annual number of medical device employees as a
proxy for the size of a medical device cluster. Proxying firm
size and aggregate cluster size by the number of employees is
a common practice in high-technology industries [62], because
the most critical assets in these science-driven industries tend to
be intangible.

At the end of the study period in 2001, the largest medical de-
vice clusters in terms of employment were found in the Chicago
cluster (28 211 employees), followed by the Boston cluster (23
238 employees), and the Minneapolis—St. Paul cluster (20 396
employees). Over the 12-year study period, the Chicago clus-
ter’s employment increased by a cumulative of more than 290%,
followed by a 190% increase for the Minneapolis—St. Paul clus-
ter, and a 125% increase for the Boston cluster. The employment
growth numbers clearly reflect the dynamic growth of the med-
ical device industry over these 12 years. Fig. 2 and Table II doc-
ument the spatial distribution, development, and heterogeneity
of medical device employment in the USA in 1990 and 2001.

2) Cluster Density: Itis also prudent to control for the num-
ber of medical device firms in each cluster. We included this
proxy to control for cluster density. Moreover, including the
number of medical device firms in the regression equations
allows us to test the baseline assumption that spatial agglomer-
ation is indeed beneficial. The most densely populated medical
device cluster was found in the Boston area with close to 300
firms, followed by the Chicago cluster with 226 firms, and the
Los Angeles cluster with 222 firms.

3) Year Fixed Effects: Since we investigated a 12-year time
period, it is prudent to control for time-varying factors that affect
all firms, including macroeconomic conditions. We, therefore,
inserted annual time dummies for each year, with 1990 be-
ing the omitted year, and thus, serving as the reference year.
Such year fixed effects also capture secular movements in the
dependent variable. Inserting year dummies is useful, because
it addresses concerns that underlying secular trends could po-
tentially influence our inference by introducing a simultaneity
bias in the relationship between the dependent variable, medical
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Fig. 2. Top 15 medical device clusters by employment, 1990 and 2001.

device patents, and the main regressors of interest. In addition,
year fixed effects also attenuate any right truncation effect.

F. Estimation Procedures

The dependent variable of this study, a medical device clus-
ter’s patents, is a nonnegative, integer count variable. Verified by
a statistical test for overdispersion [26], the negative binomial
estimation provides a significantly better fit for the data than
the more restrictive Poisson model. Negative binomial regres-
sion accounts for an omitted variable bias, while simultaneously
estimating heterogeneity [10], [34].

In theory, either fixed- or random-effects specification can be
used to control for unobserved heterogeneity [28]. We applied
a Hausman [35] specification test, and the result revealed that a
fixed-effects estimation is indicated.2 We, therefore, applied the

2To assess how sensitive our results are to the reported fixed-effects specifica-
tion, we additionally applied a random-effects estimation. The results remained
robust, with the fixed-effects estimation producing the more conservative results.

TABLE II
Topr 15 MEDICAL DEVICE CLUSTERS BY EMPLOYMENT, 1990 AND 2001

Medical Device Employees, 1990

Boston-Worcester-Lawrence-Lowell-Brockton, MA-NH 18,461
Los Angeles-Long Beach, CA 12,796
Orange County, CA 11,006
Minneapolis-St. Paul, MN-WI 10,535
Chicago, IL 9,699
San Diego, CA 9,610
San Jose, CA 6,022
Nassau-Suffolk, NY 5,730
Denver, CO 5,580
Philadelphia, PA-NJ 5,371
New Haven-Bridgeport-Stamford-Danbury-Waterbury, CT 5,317
Oakland, CA 5,185
Seattle-Bellevue-Everett, WA 4,994
Milwaukee-Waukesha, WI 4,877
Salt Lake City-Ogden, UT 4,665
Medical Device Employees, 2001
Chicago, IL 28,211
Boston-Worcester-Lawrence-Lowell-Brockton, MA-NH 23,238
Minneapolis-St. Paul, MN-WI 20,065
Los Angeles-Long Beach, CA 12,855
San Jose, CA 12,536
Orange County, CA 10,624
Salt Lake City-Ogden, UT 9,812
Oakland, CA 9,566
San Diego, CA 9,448
Philadelphia, PA-NJ 8,163
Tampa-St. Petersburg-Clearwater, FL 7,712
Seattle-Bellevue-Everett, WA 6,018
Middlesex-Somerset-Hunterdon, NJ 4,993
Rochester, NY 4,977
Miami, FL 4,976
following fixed-effects negative binomial model:
)\’r.z,t —1 cxp(s)kp,t -1
P(nj/e) = — ! ()

it — 1!

where 7 is a nonnegative integer count variable, representing
each cluster’s patents in medical devices. Thus, P(n;;/¢) indi-
cates the probability that cluster i is granted » medical device
patents in year ¢. To interpret the results in a meaningful manner
and to reduce potential collinearity, we standardized all indepen-
dent variables before entering them into the various regression
models. Estimating all variance inflation factors (VIFs) revealed
that none of the variables exceeded the cutoff point of 10 [14],
with a maximum average VIF of 4.93. Further, to compensate
for a potential simultaneity bias and to enhance any causality
claims, we lagged the independent variables by one year. We
submit that through the application of the Hausman specification
test and the resulting fixed-effects specification, in combination
with a set of rigorous control variables, including cluster size,
cluster density, and year effects, we have effectively addressed
any potential endogeneity [33].
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TABLE III
DESCRIPTIVE STATISTICS AND BIVARIATE CORRELATIONS
Mean  Std.Dev.  Min Max L 2 3 4 5 6 7. & 9 10 1. 120 13 14 15 16 17 18
1. Medical Device Patents 986 2171 0 243
2. Year 1,995.50 345 1990 2001 0.12
3. Medical Device Employees  1,339.73  2,965.41 0 29278 080 0.3
4. Medical Device Firms 1926 3448 0 280 086 004 091
5. Venture Capital 14,400 72,100 0 1,440,000 068 0.09 054 052
6. NIH Grants 3707 17,500 0 246,000 059 000 044 057 033
7. Research Universities 0.51 1.05 0 8 062 000 057 066 022 0.60
8. Medical Schools 048 092 0 8 060 000 053 063 023 052 073
9. Science Graduates (total) 4778 465.67 0 3940 062 001 061 065 029 051 075 06!
10. Chem Eng Graduates 2162 4299 0 324 045 004 043 044 022 031 052 037 086
11. Elec Eng Graduates 68.11 13570 0 1355 053 000 054 056 028 045 068 046 093 085
12. Mech Eng Graduates 4581 8741 0 680 046 -001 046 047 023 037 058 040 091 090 092
13. BioMed Eng Graduates 500 1597 0 148 046 003 049 049 025 040 053 049 055 040 046 041
14. Med Sciences Graduates 80.50  196.69 0 1,689 065 002 063 068 027 054 076 071 091 064 072 068 053
15. Chem Eng PhDs 246 6.02 0 69 052 000 051 052 027 037 054 036 078 08 078 077 040 062
16. Elec Eng PhDs 546 1346 0 123054 001 047 053 029 044 060 038 079 074 084 078 039 061 078
17. Mech Eng PhDs 3.34 176 0 67 052 001 050 051 029 037 055 040 082 078 081 084 042 065 079 085
18. BioMed PhDs 0.54 1.88 0 18 043 003 046 046 024 035 034 037 048 038 037 038 074 048 036 032 038
19. Med Sciences PhDs 177 5.20 0 52050 004 050 051 025 039 052 045 074 062 063 061 045 074 062 0.64 066 043
N=2976.
V. RESULTS patents is reduced by about 1.8% (1 — IRR or 1 — 0.9824 =

Table III depicts the descriptive statistics and bivariate corre-
lation matrix, while Table IV presents the regression results for
predicting innovation differentials among medical device clus-
ters. Recall that our estimation technique is a negative binomial
regression, and thus, a nonlinear, exponential estimation tech-
nique, as explicated in (2). To interpret the effects captured by
the beta coefficients, one needs to exponentiate the respective
beta value [exp(() or ¢?] to obtain an incidence rate ratio (IRR)
(see [49, pp. 228-229], and for a recent application, see [38]).2
To enhance the interpretability of the results, we display inci-
dent rate ratios instead of beta values. An IRR >1 increases the
probability that the cluster will be assigned the expected number
of medical device patents, whereas an IRR <1 is reflective of a
reduced probability.

Model 1 presents the results for the control variables, includ-
ing the proxies for financial capital. We find that larger clusters
in terms of medical device employees tend to be less innovative.
In particular, each time a cluster grows in terms of total medical
device employees by one standard deviation (2965 employees),
its probability to obtain the expected number of medical device

3 A negative beta value translates into an incidence rate ratio of less than
1, while a positive beta value translates into an incidence rate ratio of greater
than 1.

0.0176 = factor change).

The results in model 1 also reveal that the number of medical
device firms is positive and statistically significant when pre-
dicting innovative output. This suggests that, ceteris paribus,
the greater the number of medical device firms that are located
in a geographic area, the greater the cluster’s innovative perfor-
mance. This finding provides some evidence for performance-
enhancing benefits to agglomeration [19]. The factor change for
the number of medical device firms is almost 10%.

Taking the results for the number of medical device employ-
ees and the number of medical device firms together implies
that innovation in the medical device industry, at least in terms
of generating patents, is driven by a large number of small, en-
trepreneurial ventures (with the average medical device firm in
the sample having 63 employees and the median firm having 40
employees), rather than by a few large firms like Medtronic or
Johnson & Johnson. This result is consistent through all subse-
quent estimations presented in models 2-5.

It is common in the medical device industry to find that a suc-
cessful product introduced by one company will spawn several
other local entrepreneurial ventures as the original members of
the first company split to create parallel products [12]. This out-
growth occurs when employees of existing firms gain experience
and develop connections to important doctors and financial net-
works within the regional cluster. Our results, therefore, resonate
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NEGATIVE BINOMIAL REGRESSION PREDICTING INTERCLUSTEE?IEI};(?VIIA”\FIION DIFFERENTIALS IN THE USA MEDICAL DEVICE INDUSTRY
Model 1 Model 2 Model 3 Model 4 Model 5
IRR s.e. IRR s.e. IRR s.e. IRR s.e. IRR s.e.
Fixed Effects included included included included included
Year is 1991 0.5885 *** (0.0192) 0.5843 ¥+ (0.0193) 0.5843 ***(0.0193) 0.5802 ***(0.0195) 0.5848 ****(0.0195)
Year is 1992 0.5889 **** (0.0188) 0.5886 **** (0.0188) 0.5886 **** (0.0188) 0.5850 ***(0.0190) 0.5892 ***(0.0190)
Year is 1993 0.5968 **** (0.0184) 0.5968 **** (0.0184) 0.5967 ****(0.0184) 0.5944 **(0.0187) 0.5960 ****(0.0185)
Year is 1994 0.6362 ***(0.0195) 0.6364 ****(0.0195) 0.6365 **** (0.0195) 0.6356 **** (0.0198) 0.6363 *** (0.0197)
Year is 1995 0.6519 *** (0.0197) 0.6521 ****(0.0197) 0.6520 **** (0.0197) 0.6509 **** (0.0199) 0.6531 ****(0.0200)
Year is 1996 0.7373 **%(0.0211) 0.7375 ****(0.0211) 0.7373 *#*=(0.0211) 0.7383 ¥+ (0.0213) 0.7402 ****(0.0216)
Year is 1997 0.8084 ***(0.0227) 0.8087 ****(0.0227) 0.8091 *#**(0.0229) 0.8103 *#**(0.0231) 0.8095 ****(0.0233)
Year is 1998 1.0158 (0.0277) 1.0166 (0.0278) 1.0167 (0.0278) 1.0168 *  (0.0280) 1.0152 (0.0279)
Year is 1999 1.0329 (0.0267) 1.0335 (0.0267) 1.0335 (0.0267) 1.0346 (0.0268) 1.0325 (0.0270)
Year is 2000 1.0036 ¥ (0.0256) 1.0041 *  (0.0256) 1.0043 *  (0.0256) 1.0010 *  (0.0287) 0.9983 *  (0.0274)
Cluster-Specific Controls:
Medical Device Employees 0.9824 * (00120 0.9821 *  (0.0120) 0.9820 *  (0.0120) 0.9810 *  (0.0121) 0.9812 *  (0.0120)
Medical Device Firms 1.0986 **** (0.0332) 1.0964 ***(0.0332) 1.0963 ***+* (0.0332) 1.1086 **** (0.0347) 1.1098 ***(0.0350)
Financial Capital:
Venture Capital 1.0390 *#**(0.0055) 1.0392 **=(0.0055) 1.0391 ****(0.0055) 1.0386 **** (0.0056) 1.0391 **=(0.0055)
NIH Grants 0.9946 (0.0077) 0.9945 (0.0077) 0.9946 (0.0077) 0.9963 (0.0079) 0.9964 (0.0080)
Intellectual Capital:
Research Universities L1165 *  (0.0802) L1166 ¥ (0.0802) L1131 % (0.0801) L1130 * (0.0800)
Medical Schools 1.3543 (0.9630) 1.3546 (0.9636) 1.3516 (0.9617) 1.3496 (0.9602)
Human Capital:
Science Graduates (total) 1.0026 (0.0186)
CE Graduates 0.9921 (0.0161)
EE Graduates 1.0224 ¥ (0.0163)
ME Graudates 0.9953 (0.0214)
BioMed Eng Graudates 0.9975 (0.0072)
Med Sci Graduates 0.9864 (0.0148)
CE PhDs 1.0067 (0.0104)
EE PhDs 1.0030 (0.0159)
ME PhDs 0.9929 0.0117)
BioMed Eng PhDs 0.9947 (0.0060)
Med Sci PhDs 0.9918 (0.0097)
Log likelihood -3763.34 **x -3762.14 *¥% -3762.13 *¥** -3760.75 **** -3761.04 %

*p <0.10; ¥* p <0.05; *¥** p <0.01; **** p <0.001; Standard errors are in parentheses.

with Chatterji’s [12] notion that there can be strong knowledge
inheritance between firms within a geographic cluster as em-
ployment at an incumbent firm provides a springboard for the
creation of new innovative ventures, which are frequently lo-
cated within the same technological cluster. It is also important
to note that findings reported in Table IV are among the first
to empirically demonstrate the entrepreneurial dynamism of the
medical device industry.

When turning to the financial capital endowments of medical
device clusters, we find that the amount of venture capital in a
cluster is a positive predictor of innovative output, with a factor
change of close to 4%. This finding holds robust across all esti-
mations. The products of the medical device industry are highly
regulated, and as such, an entrepreneurial startup is generally
unable to market products and gain revenues in their early years,
unless it receives significant amounts of venture capital [25] or

enters into a cooperation with an established firm [59]. The de-
velopment of a new, implantable medical device often requires
between $50 and $75 million in investment capital over sev-
eral years before profitability is reached. Without sufficient and
experienced capital investment, inventions rarely translate into
successful products. Further, it is common for venture capital-
ists to require geographic proximity before funding [25]. Once
funded, the venture-backed firm will use patenting as a strat-
egy to gain further competitive advantage while protecting their
investment in a medical device. This strategy is pronounced in
this field since patents on devices are often incremental rather
than revolutionary. The number of patents in medical devices,
therefore, tends to be partly dependent on the interest of the
financial partners rather than the researcher. It is not surprising,
then, that the number of patents in this particular sector is highly
correlated with the amount of VC. In sum, venture capitalists
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seem to be attuned to funding high-performance companies that
are innovative and geographically proximate, which is a direct
reflection of most venture capitalists’ strategy for selecting in-
vestment opportunities [25].

In model 2, we insert the proxies for intellectual capital:
number of research universities and number of medical schools.
We find that the number of research universities in a medical
device cluster is positively related to innovative output.* The
factor change remains significant, and is greater than 11% in
all estimations, demonstrating that it has the strongest effect
on patenting in medical device clusters among all independent
variables. This finding clearly highlights the role of research
universities in explaining intercluster innovation performance
differentials. Moreover, it provides support for the knowledge
spillover hypothesis [40], [63], where research universities gen-
erate basic knowledge that spills over for firms to exploit, which
is ultimately manifested in the innovative activity in the re-
gional technology cluster. On the other hand, we did not find
the number of medical schools to be statistically significant,
even though the factor change is high at 35%.> Taken together,
research universities exert a significant positive effect on the
innovative output of regional technology clusters in medical
devices, above and beyond that of medical schools.

In model 3, we enter the total number of science graduates as
the proxy for human capital, which does not reach significance.

In model 4, we split the total number of science graduates into
different disciplines detailed before, and find that the number
of electrical engineering graduates has positive and significant
effect on cluster innovation, with a factor change of about 2.2%.

In model 5, we replace the total number of graduates in each
discipline with the number of Ph.D.s granted. None of the vari-
ables, however, reach statistical significance. While one would
expect that Ph.D.s are important mobility mechanisms facili-
tating knowledge spillovers, the low number of science Ph.D.s
granted in each year results in a low variance of this variable,
thus making it difficult to pick up any statistically significant
effects.

These results support the hypotheses by Chatterji [12] and
Roberts [57] that the medical device industry is significantly
different from the pharmaceutical industry. Roberts’ [57] de-
scription of the importance of “lead users” (M.D.s) and individ-
ual entrepreneurs (usually not Ph.D.s) stands in strong contrast
to the image of basic Ph.D. research leading to invention in
the pharmacology area [61]. Chatterji [12] adds the insight that
entrepreneurial ventures spawned from established firms are im-
portant for medical device performance, even without inherited
technical knowledge. Thus, it is industry-specific knowledge,
not general Ph.D. scientific knowledge, that appears to charac-
terize and drive innovation for the medical device industry. The

4When inserting a dummy variable for the existence of a research university
in the cluster (1 = at least one research university in cluster) instead of the count
of research universities, the result is robust, with a factor of about 11%.

SInserting a dummy variable for the existence of a medical school in the
cluster (1 = at least one medical school in cluster) instead of the total number
of medical schools also leads to a statistically nonsignificant result.

6Given the low values of VIFs discussed before, however, the nonsignificance
of the variable for the total number of graduates and the Ph.D. graduates across
the different disciplines cannot be attributed to multicollinearity.

nonsignificance of NIH grants and human capital also reflects
this conclusion.

VI. DISCUSSION

With this contribution, we take a first step toward closing
the gap in the literature concerning intercluster performance
differentials, with a special emphasis on the role of research
universities. We submit that this constitutes an important em-
pirical contribution, because scholars like Porter [55], [56] and
others have suggested that the critical environmental factor de-
termining a firm’s competitive advantage is no longer found
at the industry or strategic group level, but rather at the level
of the regional technology cluster (see also [3] and [66]). The
overarching hypothesis in this study, therefore, is that a regional
technology cluster’s productivity in terms of innovation is a
function of its endowments in financial, intellectual, and human
capital, with the latter two being provided predominantly by
research universities. We test this hypothesis on comprehensive
and fine-grained panel data covering the USA medical device
industry between 1990 and 2001.

We find support for the hypothesis that a cluster’s innovative
output is determined by its financial, intellectual, and human
capital endowments. With regard to financial capital, we find
that the availability of VC funding is a strong predictor of in-
novative output in medical device clusters. Venture capitalists
provide the necessary funding for medical device firms to pursue
innovative new product development. VC funding is especially
critical in the medical device industry because it is an indus-
try with a cost-intensive, fairly protracted regulatory approval
process with uncertain outcomes; in such high-risk endeavors,
venture capitalists are often the only funding source willing to
provide capital. Further, VC funding partly drives the submis-
sion of patent applications in the area of medical devices. As
Roberts [57] describes, innovation in medical devices is more
engineering-based problem solving that seldom reflects funda-
mental new knowledge. Because small changes in design and
process can trigger and lead to settlements in the $100 million to
$1 billion range when patents are infringed upon [e.g., Palmaz-
Schatz patent (U.S. Patent No. 4 641 653) and the Gary Michel-
son patent portfolio], venture capitalists often adopt a strategy
of applying for multiple patents to create a “picket-fence” of
intellectual property protection [76].

With respect to a technology cluster’s endowment with intel-
lectual capital, we find that the greater the number of leading re-
search universities within the cluster (or even the mere existence
of aresearch university), the greater the cluster’s innovative out-
put in terms of patents. This result highlights the fact that the
availability of intellectual capital is a key driver of intercluster
innovative performance, and that intellectual capital is available
within clusters, but constrained to their geographic boundaries.

Roberts [57] asserts that with medical devices, the user plays a
substantial role and is frequently the innovator. In this situation,
the user and innovator is much more likely to be a medical
doctor (M.D.), not the Ph.D. scientist. It is interesting to note
that the factor change of medical schools is quite high, although
the standard error is also high. A future avenue for study may
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be to relate M.D. numbers and medical school faculty numbers
to medical device innovation.

Among the three capital endowments investigated in this
study, the results for human capital are the weakest. We do
however, find, that innovative output in medical device clusters
is driven by the number of graduates in electrical engineering.
This seems to indicate that most patent-protected innovations
fall into the realm of more complex products for cardiac rhythm
management and controls such as pacemakers, where electri-
cal engineers play a critical role in innovation. A future study
may corroborate this assertion more systematically through a
detailed study of the patents granted in medical devices.

While the results for basic science graduates are not as strong,
our findings may be among the first to address specific engi-
neering and science disciplines most likely to actually impact
innovation within an industrial sector, while explicitly control-
ling for research universities, medical schools, and other fac-
tors. Additionally, the medical device industry rarely contracts
universities for product development, in comparison to more
frequent investments in university research made by pharma-
ceutical companies.

Taken together, we find evidence for university knowledge
spillovers when predicting intercluster innovation differentials,
as the impact factor of research universities on innovative out-
put is the absolute strongest among all factors considered. This
finding is particularly significant when considered in the con-
text of the drastically changed role of research universities in the
USA [13], [61]. Prior to World War II, USA research universi-
ties modeled themselves after their European ancestors, steeped
in the Humboldt tradition of scholarship as the unity of research
and teaching. Research in this tradition was understood to be
“pure science”; that is, scholars conducted basic research with
little focus on or interest in development or commercialization.
This prevailing attitude resulted in the notion that universities
provided an ivory tower for scientists to pursue their research
interests detached from any practical concerns of how their
scientific breakthroughs may be tied to societal welfare. In ad-
dition, the role of government in organizing and funding R&D
was limited during this time period.

Over the last few decades, this isolationist knowledge land-
scape has transformed dramatically. One important mechanism
of change in the USA was the creation of state-funded univer-
sities within a highly decentralized structure (e.g., land-grant
universities). This change allowed these startup universities to
respond to regional economic needs, which, in turn, led to the
embrace of more applied disciplines like engineering; as a result,
we saw a rise in supply of scientists and engineers looking for
industrial employment. Increased government funding provided
another mechanism of change.

More recently, other factors have facilitated what Chesbrough
[13] terms the shift from a “closed innovation system” to an
“open innovation system” in the USA. These factors include,
among others, the rise in venture capital, the passage of the
Bayh-Dole Act (providing incentives for universities to patent
scientific breakthroughs accomplished with federal funding, and
subsequently market them), the rise in the pool, and thus, mo-
bility of scientists and engineers, and important technological

breakthroughs in computing (microprocessor), biotechnology
(genetic engineering), and nanotechnology. All of these factors
directly or indirectly impact innovation in the medical devices
sector.

While we find empirical evidence that research universities
are the source of important knowledge spillovers affecting the
innovative performance of technology clusters, the exact mech-
anisms of the spillovers are not clear, because we do not find
strong effects of graduates on innovative output. Perhaps it is
research faculty, rather than graduates, who play a more critical
role in facilitating knowledge flows that generate patentable in-
novation. This seems to be a fruitful avenue for future research,
because survey evidence has found that the extent of faculty
cooperation needed ranged from 40% of the inventions licensed
by businesses, when estimated by the licensing directors of
the businesses who licensed university inventions, to 71% of
inventions transferred to businesses, when estimated by univer-
sity technology transfer personnel [72], [74]. Recent empirical
work also found that faculty involvement in university incuba-
tor firms prolonged their early survival [65], providing evidence
of the importance of faculty—new venture linkages. In addition,
empirical evidence shows that high-technology startups in the
life sciences tend to colocate near research universities that are
the home affiliations of top scientists [7], [77]. Thus, faculty
involvement appears to be a knowledge spillover mechanism
that clearly deserves more attention in future research.

We study one industry longitudinally, which allows us to con-
trol for industry idiosyncrasies. However, this approach neces-
sarily limits the generalizability of the results across different in-
dustries. The medical device industry has received considerably
less attention in the social science and engineering management
literature than other high-technology industries like biotechnol-
ogy or telecommunications. While we take a first step in moving
away from small size, descriptive case studies, future research
should attempt to test the theoretical model of capital endow-
ments predicting intercluster innovation differentials across a
larger number of high-tech industries to enhance the external
validity of the research model presented here. We speculate that
the role of the research university in driving innovation in a di-
verse set of high-technology sectors is likely to be corroborated.
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