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Abstract

Millions of dollars change hands daily through online auction markets. However, fraud has been on the rise in these markets.

Using a game theoretic approach, we propose a design of an economic incentive mechanism, the trusted third party (TTP), to

serve the online auction communities. The proposed model addresses both the economic and technological aspects of online

auction transactions by assigning a digital certificate to each participant. Thus, each participant’s identity as well as his or her

reputation can be established by other market participants. The analytical results demonstrate that when online transactions take

place with the assistance of digital certificates issued by a TTP, the most utilitarian course of action for a market participant is to

behave honestly. D 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

As a type of electronic market, online auctions are

transforming the collectibles business to a potential

billion-dollar worldwide market [9]. Feeding on peo-

ple’s enchantment with the idea of a friction-free

economy, online auctions are considered quick and

efficient platforms to erase geographical boundaries,

and for establishing accurate prices based purely on

supply and demand. The use of online auction sites

ranges from individuals conducting online ‘‘garage

sales’’ to companies liquidating unwanted inventory.

However, fraud in this market is on the rise. According

to the Internet Fraud Watch operated by the National

Consumers League, online auction sales remained the

number one source of Internet fraud for the first 10

months of 2001. About 63% of the frauds reported to

the Internet fraud watch are online auction frauds. The

average loss per person rose from $310 in 1999 to

$427 in 2000, and to $478 in the first 10 months of

2001 [14].

The situation raises an increasingly important

question: how to enforce honesty to ensure the quality

of online product offerings? The answer to the ques-
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tion is critical not only for online auctions, but for the

whole electronic markets as well. If neglected, the

problem threatens the continued growth of electronic

commerce. How to design mechanisms to promote

trust in online auction markets when individuals have

short run temptations to cheat? What are the condi-

tions under which such a mechanism would work?

These are the questions we attempt to answer in this

paper.

Trust has been recognized as a very important factor

to facilitate online transactions [5,7,13,15,18,20,25].

However, current literature tends to focus on the social

or economic functions of trust. For example, Kollock

[18] explores the emergence of endogenous solutions

to the problems of risky trade and discusses the

production of trust in online markets. Lee and Yoo

[20] focus on the problem of quality discovery in

electronic trading of physical goods. They argue that

a third party mechanism can solve the problem of

lemons in electronic auction markets, especially for

goods that are hard to describe. However, in the prior

research, the issue of how to design the third party

mechanism or how the mechanism might work is not

adequately explored.

Recognizing the lack of sufficient and effective

services for trust building in online markets, we pres-

ent in this paper the design of a trusted third party

(TTP). The purpose of the TTP is to facilitate trust

building in the online environment, and to help reduce

online fraud through the use of reputation. The mech-

anism combines the economic and technological

aspects of online transactions. It takes an economic

incentive approach to illustrate how reputation can be

used as an effective deterrent of cheating behaviors

when future transactions are desirable. In our ap-

proach, trust refers to calculus-based trust. That is, it

is an ongoing, market-oriented, economic calculation

whose value is derived by determining the outcomes

resulting from creating and sustaining the relationship

relative to the costs of severing it [21]. Therefore,

compliance with calculus-based trust is often ensured

both by the rewards of being trusting (and trustwor-

thy) and by the ‘‘threat’’ of trust being violated. Since

the online auction market magnifies the various risk

factors involved in electronic transactions, as elabo-

rated in Section 2, we use online consumer-to-con-

sumer auction markets as the context to illustrate

how the mechanism can be used. Although, the

mechanism is applicable in other types of online

markets as well.

The rest of the paper is organized as follows.

Section 2 highlights the asymmetric information prob-

lem in online transactions and the limitations of the

currently available systems aimed to solve the prob-

lem. Section 3 points out that in the absence of

enforceable legal systems, extralegal mechanisms

can be effective to enforce norms and rules. This

provides a strong argument for our design of trusted

third parties. Section 4 uses game theory to analyze

online transactions and to explain why a new eco-

nomic incentive mechanism is needed. Section 5

details the design of a trusted third party and provides

a theoretical justification to the design. Section 6

discusses the practical implications of our proposed

model and concludes the paper.

2. Online auction markets: problems and current

solutions

Information asymmetry, a situation where two

parties do not possess the same information [1], has

been recognized as one of the major problems in

electronic markets [7]. Among the many aspects of

asymmetric information, two are closely related to

online fraud: one being the anonymous identities of

online trading parties, the other being the uncertain

quality of the product. As manifested by the famous

New Yorker cartoon that ‘‘on the Internet, no one

knows you are a dog,’’ online trading parties can

easily remain anonymous or change their identities. In

online auction markets where numerous individuals

participate in transactions, it is even harder to bind

one identity to one participant. Most of the auction

sites identify sellers or bidders by email addresses,

which can be easily obtained without monetary cost

from multiple sources. Recognizing the difficulty of

verifying user identity, eBay excuses itself from the

responsibility in its User Agreement: ‘‘Because user

authentication on the Internet is difficult, eBay cannot

and does not confirm each user’s purported identity.’’1

This introduces opportunities for auction participants

1 Directly quoted from eBay’s User Agreement: http://pages.

ebay.com/help/basics/f-agreement.html.
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to misbehave without paying reputation consequen-

ces.

The lack of interpersonal interactions in online

markets is another source of fraud. In a traditional

face-to-face business environment, eye contact, a

handshake, and chatting help develop basic trust

between vendors and customers. Customers get to

know the quality of products by looking, touching,

and feeling. However, such interpersonal contact does

not exist in electronic markets. Asymmetric informa-

tion in this context means that the transacting parties

do not have the same information about the product.

When bidders view a product listed at an auction site,

the true quality of the product is unknown. Auction

site operators often claim that they ‘‘have no control

over the quality, safety or legality of the items

advertised, the truth or accuracy of the listings,’’1

thus exposing auction bidders to more fraudulent

listings and transactions.

Recognizing the possibility of fraud caused by

asymmetric information, online auction sites have

begun to offer various services that are aimed to

encourage trustworthiness and reduce fraudulent

transactions in the online auction market.

Feedback Systems: Auction participants can use

feedback systems to publicly rate their satisfac-

tion towards their trading partners. Specifically,

the feedback system is a measure of a user’s

reputation in an auction community. The auction-

eers encourage all users to check their trading

partners’ rating before transactions and leave

feedback about their trading partners after their

transactions. In essence, the system tries to use

one’s reputation as a deterrent for cheating be-

haviors. That is, if one develops a bad reputation,

other auction participants may not transact with

the person anymore.2

Insurance or Guarantee: Auctioneers offer free or

low-cost insurance to protect buyers if they are

proven to be victims of fraud. An item is covered

by the insurance when the buyer sends money to

the seller but does not receive the item, or the

item received is significantly different from the

item described in the auction.3

Escrow Services: An escrow service such as

escrow.com (http://www.escrow.com) acts as a

trusted third party in a transaction, providing safe

methods to transfer items and payments to both

parties. First, the escrow collects payment for the

merchandise from the buyer. When the payment

clears, the seller is notified to ship the item.

Second, the buyer notifies the escrow when the

merchandise is received and is satisfactory.

Finally, the escrow will then release the payment

to the seller.

The above-mentioned services have, to some

extent, promoted trust in the online auction business.

Reputation systems can serve both as a source of

information and as a potential source of sanctions

[27]. The existence of reputation information is an

incentive for the participants in a transaction to be

trustworthy because acquiring a bad reputation can

have damaging effects [18]. Yet, the current reputation

systems have several limitations. First, the rationale

behind the feedback systems is that the reputation of

an auction participant is representative of one’s past

trading behavior. A bad reputation (i.e., low feedback

rating) will discourage others from conducting future

transactions with the participant. However, the ratings

(thus the reputation) are based on online identities that

are often not more than an email address. Currently

auction sites do not provide strong authentication.

Consequently, a person with a bad rating can easily

acquire a new email address and re-register with no

trace of the earlier bad reputation. That is, the past

history of a cheater remains private information (one

aspect of asymmetric information) and does not serve

as an effective deterrent of future transactions. More-

over, a person who has developed a very bad feedback

rating at one site can go to another auction site as a

2 Each registered user at eBay has a feedback rating that is

calculated by adding 1 point for each positive comment received,

subtracting 1 point for each negative comment received and

awarding 0 points for each neutral comment received.

3 Currently, eBay provides an insurance program to their users

at no cost that purchases will be covered for up to $200, less a $25

deductible. Similarly, Amazon.com offers an A-to-z Guarantee that

users will be covered for up to $250 if the item they buy bears the

Amazon.com A-to-z guarantee logo.
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new user and cheat again. Both situations arise from

the lack of strong authentication of online identities.

In addition, the feedback system allows anyone to

leave feedback on a transaction. Therefore, the ‘‘rep-

utation’’ developed through the feedback system may

not be accurate and truthful. There is the possibility

that people may abuse their privileges of posting

(good or bad) feedback about others; and comments

as well as ratings can be manipulated easily. Although

the reputation information on an auction participant

gets disseminated through the feedback system, the

information is not verified, and may be deceiving.

The insurance program also has many limitations.

Not all the items in online auctions will be covered by

insurance or guarantee. For example, at eBay the

seller must have a non-negative feedback rating,

otherwise the item will not be covered by insurance;

at Amazon.com, the item must bear the Amazon.com

A-to-z guarantee logo. Moreover, the insurance and

guarantee program can only offer a limited insurance.

For example, the purchases will be covered by insur-

ance only for up to $200 (less a $25 deductible) at

eBay and $250 at Amazon.com.

Escrow services are useful for large sales, ensuring

a safe and pleasant transaction, but they are not

convenient for low value transactions. In addition, it

will take a long time to finish one business trans-

action.

In short, due to the presence of asymmetric infor-

mation and the limitations of the current solutions, it

is very difficult for buyers in electronic markets to

have full knowledge of the product quality prior to

purchase. Conventional means to convey product

quality, such as brand name and reputation, are less

useful in the current setting of electronic markets,

particularly online auction markets. This is because of

easily changeable identities and the lack of an infor-

mation dissemination mechanism that reflects the true

transacting history of the market participants. There-

fore, buyers inevitably face many difficulties in

selecting reliable sellers and quality products, which

in turn produces the lemon problem [1], where bad

products drive out good products due to asymmetric

information such as product quality uncertainty. The

lemon problem could potentially lead to a market

failure. Thus, there is the need for institutional setups

that can encourage trustworthiness among trading

partners, minimize misrepresentation of product offer-

ings, and encourage consumer confidence in online

auction markets.

3. Effectiveness of extralegal mechanisms

When transaction disputes happen, one traditional

approach is to involve the legal system. However, the

legal mechanisms are not complete in electronic

markets. First, legal regulation and control cannot

keep pace with the development of electronic com-

merce; therefore, adequate laws for electronic com-

merce are lacking. For instance, sellers and bidders

may reside halfway around the world, but the univer-

sal electronic markets do not have any legal principles

generally accepted by the world. Second, the extant

laws in conventional commerce might not be strictly

enforceable in electronic commerce. Electronic mar-

kets are difficult to police when tens of thousands of

new on-line businesses pop up every week. People

may adopt fly-by-night strategies, for example, which

makes laws unenforceable unless the vanished party

stands for a real-world party and the connection

between them can be traced. Third, resorting to legal

enforcement in electronic commerce might be imprac-

ticably expensive or even impossible for micro-pay-

ment transactions. There are many low-value trans-

actions that might be worthy of only several dollars,

which individually may not make economic sense for

the transacting parties to settle in court.

Fortunately, literature in the law community (e.g.,

Refs. [4,10]) and the economics community (e.g.,

Refs. [3,17,24]) has argued that instead of solely

relying on the government as the chief source of rules

and enforcement efforts, extralegal mechanisms can

also help people interact to their mutual advantage.

Extralegal mechanisms usually refer to systems gov-

erned by informal social norms [6,16]. These social

norms identify the everyday behaviors that call for the

informal administration of rewards and punishments.

Macaulay [22] points out that ‘‘social pressure’’ and

‘‘reputation’’ are perhaps more widely used than

formal contracts and filing suits. People behave hon-

estly in many cases because honesty is rewarded and/

or defection is punished in future transactions or other

social activities.

Extralegal mechanisms based on social norms

come in many varieties. Gossip of neighbors, reproach
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of friends, and the evaluation of the community

enforces the common rules of everyday conduct. In

complicated business settings, companies may com-

ply with intricate financial arrangements mainly to

preserve their market reputation, rather than from fear

of lawsuit. Literature has shown that extralegal mech-

anisms work effectively at regulating economic rela-

tions among communities that adopt them. Ellickson

[10] finds that the residents of rural Shasta County

(California) apply informal norms, rather than formal

legal rules, to resolve most of the issues that arise

among them. Coleman [8] cites the community of the

City of London merchant bankers as one in which a

verbal agreement is sufficient. Bernstein [4] describes

the standard transactional model in the New York

diamond industry as one in which a handshake creates

a binding agreement. Johnston’s [16] empirical study

further demonstrates that extralegal sanctions can

deter a breach when the transaction parties have a

history of prior dealings that have established a basis

of trust and/or a significant prospective future advant-

age to each in the continuation of the relationship.

The aforementioned cases demonstrate that in a

certain business relationship, the trading partner’s

reputation can serve as a ‘‘hostage.’’ If one party

deviates from the norm and violates the other’s trust,

the victim can quickly spread his trading partner’s bad

reputation through out the business community. Then

others will be cautious about doing business with the

disreputable trader. Currently, due to the incomplete-

ness of the legal mechanisms in electronic commerce,

there is a need to find an alternative way to patrol

dishonest behaviors. The effectiveness of extralegal

mechanisms in the conventional market may be trans-

lated to electronic markets, and can be used to

promote trust and minimize cheating behaviors.

In fact, eBay’s feedback system is a preliminary

form of an extralegal mechanism designed to prevent

fraud. Its effectiveness is limited because of the

reasons we mentioned already: that reputation bound

to an online identity can be easily changed, and that

the reputation information is subject to manipulation

because of the lack of a formal information dissem-

ination mechanism. The reputation system is only

effective to the extent that accurate information is

collected and disseminated. In this paper, we propose

the design of an extralegal mechanism that still uses

reputation but addresses the problems by strong

authentication. Such a system is an economic incen-

tive system in the sense that when a reputation is

bound to an identity that cannot be changed easily,

then the reputation will have a stronger impact on the

long-term payoff of a market participant. Therefore,

the participants will have an incentive to maintain a

good reputation.

4. Transactions in online auction markets

As of today, almost all online business transactions

leave open the possibility of cheating. The temptation

of cheating is that cheating normally results in an

immediate short-term return. Each and every business

transaction, therefore, becomes a decision problem,

namely, what is my goal of this transaction? What is

my expected return? What role should I play in the

interaction? In this section, we use game theory to

analyze online auctions where the individual out-

comes for the participants involved depend on the

strategies chosen by each of the auction participants. It

is worth noting that although we place the transaction

analysis in the online auction setting, the principles

apply to other online transactions as well.

Research on game theory, especially repeated

games, demonstrates how people manage to interact

to their mutual advantage without the help of the legal

enforcement [2,10,16]. The theory of repeated games

provides a perspective to understanding the role of

extralegal mechanisms in online auction markets.

Many business interactions are repeated, such that

the threat of future retaliation by the cheated partner or

the whole community may enforce cooperative behav-

iors. In our analysis, each non-repeated transaction

(the stage game) is assumed to be the Prisoners’

Dilemma (PD) game described by Table 1. By using

the PD model, we demonstrate why reputation infor-

mation just between two transacting parties and rep-

utation information that is restricted to one single

Table 1

The payoff structure of the stage game
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trading community are not sufficient; and why TTPs

are needed to disseminate reputation information for

the global online auction markets.

Suppose that a seller and a bidder are engaged in a

single exchange involving a product (Scenario 1).

Each of them can choose to play one of two strategies:

Honest or Cheat. Table 1 presents the payoff structure

of the PD game. The first number in each entry

indicates the row player (seller)’s payoff and the

second is the column player (buyer)’s payoff. In

period t, if both the bidder and the seller are honest,

they each have a payoff of pt.
In period t, if both the bidder and the seller cheat,

each has a payoff of 0.4 If one player decides to cheat

while the other is honest, then the cheater has his

highest payoff of (1 + g)pt, while the honest one gets

his lowest of � lpt, where l and g are positive constant
coefficients. We also assume gpt� lpt < pt, that is,

g� l < 1. This gives both sides an incentive to cheat,

even though honest behavior maximizes the total

payoff of the two players: (1 + g)pt� lpt < pt + pt

according to the assumption g� l< 1. In other words,

exploitation or being exploited does not produce as

good an outcome as mutual cooperation.

Obviously, if this transaction is conducted only

once, it is to each player’s separate advantage to play

Cheat, since that play yields a higher payoff regardless

of what the other player does. Accordingly, the only

Nash equilibrium of the game is for both players to

play Cheat. It is, however, worth noting that both

agents are worse off than if they could somehow agree

to play Honest. This is because the payoff of both

playing honest is pt while the payoff is only 0 if both

plays cheat. The PD game demonstrates the idea that

cheating might be profitable in a single business

transaction. In the online auction market, for example,

some sellers might find that a fly-by-night strategy of

quality reduction is profit maximizing.

In reality, transactions are sometimes repeated

between a buyer and seller (Scenario 2). In a contin-

uous trading relationship, both the buyer and the seller

can conduct their business transactions based on past

interactions. In other words, they can use the history

of past interactions as the basis to reward past honest

behavior, and to punish cheating because information

on their trading history is complete and known to both

agents. This kind of informal enforcement mechanism

is personal enforcement, in which cheating triggers

retaliation by the victim. This mechanism works best

in frequent and long-term relationships [2,17] between

two participants where each participant knows exactly

whom the other is, and there is no possibility of hiding

identities.

People may also interact with multiple agents and

change transaction partners often in an online auction

community where a group of people, large or small,

can interact with each other, trade with each other, or

share information among community members (Sce-

nario 3). For example, when people sell or buy on

eBay, repeat transactions between the same seller and

buyer are less likely, albeit not impossible. Most

often, trading partners change frequently. In this

situation, personal enforcement becomes ineffective.

There is, however, another form of enforcement

mechanisms, community enforcement. That is, agents

change their partners over time, but they may be able

to cooperate or coordinate their actions because dis-

honest behavior against one partner causes sanctions

by other members in the community [17,24]. eBay’s

‘‘Feedback Forum’’ bears the idea of community

enforcement in that consumers can use the forum to

rate their satisfaction towards trading partners. Other

users are encouraged to check their trading partners’

ratings before transactions, and leave feedback about

their trading partners after their transactions, so the

entire eBay community can become informed.

The effectiveness of both personal and community

enforcement depends upon the assumption that the

agents or the members of the community involved are

well informed of who has cheated and whom to

punish. Most of the time, this assumption cannot be

satisfied in the global online auction markets because

agents are changing trading partners frequently and

may never have to face the same partner again

(Scenario 4). In addition, community enforcement

loses its power when people participate in multiple

online auction communities, and there is no formal

information dissemination mechanism to broadcast

the reputation information. The possibility of chang-

ing one’s identity further renders the reputation sys-

tem useless. Therefore, cheating is the only Nash

equilibrium outcome in such a situation [17,24].

Obviously, unless we have other effective mecha-

4 A cheating behavior from a buyer can be in the form of non-

payment or an invalid payment instrument.

S. Ba et al. / Decision Support Systems 35 (2003) 273–286278



nisms to help information dissemination, or to enforce

honest behavior, honesty among self-interested agents

in the global online auction market would be very

hard to maintain. Each individual transaction thus

becomes a PD game where it is never to the agent’s

advantage to be honest. Therefore, we argue that we

need extralegal mechanisms to help enforce honest

behavior and to protect agents’ interest.

5. Trusted third parties for trust building

Certification authorities (CAs) such as VeriSign and

GTE CyberTrust have emerged to serve as one form of

trusted third party (TTP). They authenticate the identity

of each trading party in a transaction by issuing digital

certificates based on public key cryptography and

digital signatures.5 A certificate is a digitally signed

statement by a CA that binds the identity of an individ-

ual or organization to a public key. More specifically, a

certificate contains, among other information, the cer-

tificate holder’s name, the certificate holder’s public

key, and other personal information that can uniquely

identify the certificate holder. By digitally signing a

certificate, a CA binds the identity of the certificate

holder to the public key contained in the certificate, and

thus vouches for the identity of the public key holder.As

an important element of the extralegal mechanisms,

CAs play an important role in electronic commerce in

terms of authenticating players and attesting to certain

facts about the players. In addition, strong authentica-

tion from CAs makes it much more difficult for an

online auction participant to change his identity.6

What is missing from the services provided by

certification authorities, is the certificate holder’s

reputation—is the certificate holder a reputable

trader? Has the holder ever cheated before? No

information is conveyed to the recipient regarding

the certificate holder’s past trading behavior. In short,

even though certification authorities address trader

authentication concerns for electronic transactions,

the product quality uncertainty problem remains

unsolved because the link between an online identity

and the past trading history (i.e., the reputation) of that

identity is missing.

Given the incompleteness of the current structure

of CAs, we propose a new design of a TTP and a

theoretical justification of why such a design is

effective in promoting trust and minimizing cheating

in online auction markets. By building an informa-

tion repository on trust, the TTP serves as both an

information keeper and an information disseminator,

through the issuance of digital certificates. The

certificate will only be issued after a strong authen-

tication process. That is, the TTP verifies the infor-

mation provided by the certificate applicant and

traces the history of the applicant to make sure that

they cannot change their online identity, or if they

have changed their identity the certificate will state

such information. The certificate will thus bind an

online auction participant to a fixed identity—the

real-world person.

The new design is built on the current model of

CAs but has enriched functionality. That is, the digital

certificate issued by a TTP serves not only as an

authentication of the certificate holder, but also as a

reputation indicator. Anyone who holds a valid digital

certificate should be regarded as a reputable agent

who either has never been reported as a cheater, or

has paid all the fines adjudicated by the TTP. The

TTP is not a legal institution that could enforce rules.

Therefore, paying fines adjudicated by the TTP is

voluntary. However, if an online seller sells counter-

feit products or products that are of a less quality than

have been represented, unless the seller paid off all

the fines awarded to the cheated parties by the TTP,

the seller’s digital certificate will be revoked by the

issuing TTP. This will be an indication to any pro-

spective buyers that this seller doesn’t behave hon-

estly. On the other hand, if a buyer fails to submit

payment upon receipt of product, the TTP can revoke

5 Please refer to Schneier [26], Ford and Baum [11] for a

thorough description of the public-key cryptography and digital

signatures.
6 In practice, CAs can offer a range of certificates, graded

according to the level of inquiry used to confirm the identity of the

subject of the certificate. For example, VeriSign offers four classes of

digital certificate. Class 1 digital certificate offers minimal assurance

of the owner’s identity based on the requirement of unique name and

accurate e-mail address. Class 2 requires third-party proof of name,

address and other personal information. Class 3 requires personal

presence or registered credentials. Class 4 offers the maximum level

of assurance and trust after individuals and companies are more

thoroughly investigated and personal presence are fulfilled [12].

Basically, this kind of strong authentication (e.g., based on Class 4

digital certificate) is very critical in electronic markets.
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the buyer’s certificate as well if the fines are not paid.

Here, we assume the TTP is fair and honest and it

does not make mistakes.

In this design, we assume that agents are only

concerned about their own interests. The new TTP

would stimulate the formation of new types of social/

business norms in online auction markets. However,

we do not assume that people follow a social/business

norm for its own sake. In this paper, we will inves-

tigate how such a rule is sustained by self-interested

agents in online markets. In other words, we will

investigate the sequential equilibrium of the game

played by buyers and sellers in online consumer-to-

consumer auction markets.

Now we formalize the online transaction process to

illustrate the trusted third party’s role. The events will

be structured with the following sequence of play,

which we call the Trusted Third Party system stage

game. For simplicity of writing, in the following we

always assume the current time period t= 0.

(1) Before any agent (buyer and/or seller) is

engaged in online consumer-to-consumer auction

transactions, he may apply to a TTP for a digital

certificate by paying a one-time initiation fee: F. There

may be multiple TTPs in online auction markets. We

assume these TTPs are connected and will cooperate

with each other, acting like one centralized TTP.7

(2) When two agents meet in an online auction

market to do business transactions, they may ask each

other to provide their digital certificate issued by the

TTP. At no cost, agents may verify the validity of

their trading agent’s digital certificate through the

TTP.8 The successful verification of a digital certif-

icate means that the certificate holder has not been

reported as cheating in the past, or he has paid all the

fines. We assume that whatever happens at this step

is common knowledge among the two trading agents

and the TTP.

(3) The two trading agents interact by playing the

Prisoners’ Dilemma game and get the payoffs accord-

ing to Table 1. We assume that pt’s are independently

identically distributed random variables with the com-

mon distribution of p’s. Furthermore, we define pMax

as the value beyond which p has no positive proba-

bility density of being at. Let h = pMax/E[p], where
E[p] is the expectation of p. We assume h is finite.

(4) At the current stage, either one of the two

agents may make an appeal to the TTP at personal

cost Cp > 0, where C is a positive constant coefficient.

This may only occur if the agent has verified his

partner’s digital certificate with the TTP, and is aware

that his partner’s certificate is valid.

(5) If either one makes an appeal to the TTP, then

the TTP investigates the case and makes a judgment.

The plaintiff gets compensation Jp if he has played

Honest and his trading partner has played Cheat ( J is

a positive constant coefficient); otherwise, no judg-

ment is made by the TTP.

(6) If a judgment is decided and the plaintiff gets Jp,
the defendant may pay the fine decided by the judg-

ment, at personal cost f ( J)p, or hemay refuse to pay the

fine, at personal cost 0. The function f: R +!R +

denotes the cost for a defendant to pay a given judg-

ment. We assume that f is increasing and continuous.

Therefore, the cost to the defendant is positively related

to the amount of the judgment. Moreover, we assume

f (x)z x, that is, what the cheater ends up paying is

more than what the TTP awards to the plaintiff. Some

of the difference goes to the TTP to cover the inves-

tigation cost.

(7) The TTP revokes the cheating agent’s digital

certificate if he does not pay the fine. All the infor-

mation about the unpaid judgments is stored in the

TTP’s database.

In the following, we describe the desired behavior

of the agents, the TTP System Strategy (TTPSS),

which is a complete contingent plan describing the

desired actions for each agent in each conceivable

evolution of the game under the TTP system.

(1) At the first step of the stage game, the agent

will buy a digital certificate from the TTP before he

conducts any business transactions in online auction

markets.

(2) At the second step of the stage game, if the

agent himself has a valid digital certificate, he will

verify his trading partner’s digital certificate with the

TTP. Otherwise, he will not.

(3) At the third step, as long as one of the following

four possibilities is satisfied, then the agent will play

7 This is not an unrealistic assumption given the economies of

online interaction and the available computing power.
8 It is important to note that there are many online transactions

involving micropayments. If certificate verification incurs a cost

almost equaling or maybe even greater than the transaction amount,

it is not likely for any player to query the TTP.
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Cheat.9 Otherwise, he will play Honest. The four

possibilities are: (a) the trading partner does not have

a valid digital certificate, (b) the trading partner does

not verify the agent’s digital certificate, (c) the agent

himself does not have a valid digital certificate, or (d)

the agent does not verify the trading partner’s digital

certificate.

(4) At the fourth step, if the trading partner has been

verified to have a valid digital certificate, has checked

the agent’s certificate at Step 2, and has cheated at Step

3, then the current agent will make an appeal to the

TTP. Otherwise, the current agent will not.

(5) At the fifth step, if the agent has been a cheater,

he will pay the fine f( J)p after the TTP makes a

judgment.

Based on the Optimality Principle of Dynamic Pro-

gramming,10 we use backward induction11 to prove

the following propositions and therefore obtain the

theorem showing conditions under which the TTPSS

is an equilibrium strategy. In other words, from the

proof we want to show that the TTPSS would be a

sequential equilibrium if agents in online auction

markets had the free choice in abiding by it, so the

strategy is in fact self-enforcing.

In the following, we define d as the discount factor,

i.e., d= 1/(1 + i) with i being the interest rate, and we

assume 0 < d < 1. We further define an agent’s time-

weighted average payoff over the whole sequence of

trades because it is used throughout the proofs: since

the game is an infinite repetition of the stage game (the

PD game), an agent’s time-weighted average payoff m
¯

is defined as [23]:

m̄ ¼ ð1� dÞV

where V ¼
Xl

t¼0

dtvt , because the payoff stream of mt,

t = 0,1,2,. . . has the same net present value as a constant

payoff of m̄ in each period:
Xl

t¼0

dtvt ¼ V ¼
Xl

t¼0

dt m̄;

thus, maximizing V is equivalent to maximizing m̄. We

assume each agent is rational and maximizes his

average payoff m̄. The following propositions give

the conditions under which the agents will play

according to the desired actions described in the

TTPSS.

Proposition 1. An agent is willing to pay the

judgment if the following inequality holds:

f ðJÞ < d
ð1� dÞh

Proof. In the current period, if the TTP verifies that an

agent cheated in a transaction after investigating a

claim, the TTP asks the agent to pay f ( J)p0 based on

a basic judgment Jp0. Now, the agent has two options:

pay the judgment or refuse to pay. If the agent pays

f ( J)p0 in the current period, then he can still keep his

digital certificate. Other agents will treat him as an

honest agent in future plays and play Honest with

him, so his trading payoff will be pt for all future

periods for t = 1,2,3,4, . . . according to the PD game in

Table 1. Therefore, his expected lifetime average

payoff after paying the judgment f ( J)p0 is:

m̄ ¼ �ð1� dÞf ðJÞp0 þ ð1� dÞE
�

p1d þ p2d
2 þ p3d

3

þ . . .
�

as t!l.

If the cheating agent refuses to pay the judgment,

his digital certification will be revoked. According to

the TTPSS, the revocation of the digital certificate

will result in a situation where other agents will play

Cheat with him. Thus, the agent’s payoff will be 0 in

the present and in the future. The agent’s lifetime

average payoff is therefore m̄= 0. Therefore, the agent

will want to pay the judgment if the following

inequality holds:

� ð1� dÞf ðJÞp0 þ ð1� dÞE
�
p1d þ p2d

2 þ p3d
3

þ . . .
�
> 0

The above inequality’s necessary condition is:

�ð1� dÞf ðJÞpMax þ ð1� dÞE½p�ðd þ d2 þ d3 þ . . .Þ

> 0

9 We may interpret this as a refusal by the honest agent to trade

with a cheater.
10 This method demonstrates that if a player just deviates once

from the TTPSS, he can not raise his expected payoff at that point,

then there is no point at which some more complicated deviation

can be profitable as well.
11 We first find the optimal behavior at the ‘‘end’’ of the game

and then determine what the optimal behavior is earlier in the game

given the anticipation of this later behavior [23].
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Therefore, we have the following expressions:

� ð1� dÞf ðJÞp0 þ ð1� dÞE
�
p1d þ p2d

2 þ p3d
3

þ . . .
�
> 0o� ð1� dÞf ðJÞpMax

þ ð1� dÞE½p�ðd þ d2 þ d3 þ . . .Þ > 0

Z� ð1� dÞf ðJÞpMax þ E½p�d > 0

Z� ð1� dÞf ðJÞhE½p� þ E½p�d > 0

Z� ð1� dÞf ðJÞh þ d > 0

That is,

f ðJÞ < d
ð1� dÞh

5

Proposition 2. A cheated agent will appeal to the TTP

if and only if JzC.

Proof. If an agent is cheated, he must calculate his

benefit and cost, then make a decision: appeal to the

TTP or not. If he appeals, he needs to pay the cost of

the appeal, Cp0, but his expected benefit is to get

compensation Jp0. Therefore, the cheated agent would
appeal if and only if Jp0zCp0, that is, JzC. 5

Proposition 3. If both agents have a valid digital

certificate and they both have queried the TTP, for a

certain agent, an agent will play Honest if gV f(J) <d/
(1� d)h.

Proof. This proposition justifies the ‘‘Honest’’ part of

agent’s behavior in Step 3 of the TTPSS. If an agent

plays Honest at this time, his current period payoff

will be p0. If he cheats, his current period payoff will

be (1 + g)p0. If the agent cheats and does not pay the

fine, his digital certificate will be revoked. Accord-

ing to the proof of Proposition 1, if f ( J) < d/(1� d)h,
the cheating agent will pay the fine. If the agent

cheats and later sticks to the TTPSS, then his payoff

will be (1 + g)p0� f ( J)p0. Therefore, the equilibrium

in which the agent will play Honest requires that the

following condition hold:

p0zð1þ gÞp0 � f ðJÞp0

That is,

f ðJÞzg

Therefore, we get:

gVf ðJÞ < d
ð1� dÞh 5

Proposition 4. If either agent does not have a digital

certificate or if either agent does not verify his trading

partner’s digital certificate, an agent will play Cheat.

Proof. This proposition justifies the ‘‘Cheat’’ part of

the agent’s behavior at Step 3 of the TTPSS.

According to the given strategy, his current play in

this case will not have any influence on his future

opportunities. Therefore, he will play Cheat to get a

payoff of 0, which is greater than the payoff of � lp0

from playing Honest. 5

Proposition 5. An agent will query the TTP if he has a

valid digital certificate.

Proof. This proposition justifies the first part of

agent’s behavior at Step 2 in the TTPSS. If an agent

who has a valid certificate queries the TTP, his

expected payoff for the current period will be p0, and

his expected payoff per period for the subsequent

periods is also E[p]. Otherwise, his expected payoff

will be 0. Therefore, the agent will query the TTP for

a greater payoff. 5

Proposition 6. An agent that does not have a valid

certificate will not query the TTP.

Proof. This proposition justifies the second part of

agent’s behavior in Step 2 of the TTPSS. According to

the Trusted Third Party system stage game, an agent

who does not have a valid digital certificate will be

punished (i.e., cheated) by his trading partner. No

matter if he queries the TTP or not, his expected

payoff is 0. In addition, if he plays Honest while the

partner plays Cheat, his expected payoff will be

� lp0 < 0. Therefore, querying the TTP or not

querying the TTP really does not matter to an agent

without a valid digital certificate. His equilibrium

strategy is to play Cheat. 5

Proposition 7. An agent will buy a certificate if and

only if the following inequality holds:

FV
E½p�
1� d
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Proof. We demonstrate under what conditions an

agent will find it more profitable to buy a digital

certificate. If an agent applies for a digital certificate by

paying the certificate initiation fee, F, and sticks to the

TTPSS, then his expected lifetime average payoff is:

m̄ ¼ �ð1� dÞF þ ð1� dÞE½p0 þ p1d þ p2d
2 þ . . .�

¼ �ð1� dÞF þ ð1� dÞE½p�
Xl

t¼0

dt

¼ �ð1� dÞF þ E½p�

as t!l.

If an agent does not apply for a digital certificate, he

does not have to pay the certificate initiation fee, F.

According to the TTPSS, however, if either agent does

not have a digital certificate, then both agents play

Cheat. Therefore, an agent without a digital certificate

in the electronic market can receive a payoff of at most

0, that is, m̄ = 0. If no agent has a digital certificate, a

single PD game results, for which the Nash equili-

brium dictates that both agents cheat. For an agent to

be willing to apply for a digital certificate, the

following condition should hold:

�ð1� dÞF þ E½p�z0

That is, FVE[p]/(1� d). 5

Theorem 1. The Trusted Third Party System Strategy

is a symmetric sequential equilibrium strategy12 of the

Trusted Third Party system stage game if the

following inequalities hold:

FV
E½p�
1� d

ð1Þ

and

Max½g, f ðCÞ�Vf ðJÞ < d
ð1� dÞh ð2Þ

If the above conditions are satisfied, then the average

payoff per period for each trading agent is

m̄ =E[p]� (1� d)F at the equilibrium.

Proof. Theorem 1 is based on the above propositions.

In other words, from the proofs of the propositions, we

have derived the conditions under which the TTPSS is

a symmetric sequential equilibrium strategy. From the

proof of Proposition 7, we have obtained condition (1)

for the TTPSS. From the proof of Proposition 2, we

have JzC and since the function f (x) is increasing

and continuous, it follows that f ( J)z f (C). Combining

this with the result of Proposition 3 ( f ( J)z g), we have

f ( J)zMax[ g, f (C)]. From Proposition 1, we have

f ( J) < d/(1� d)h. Condition (2) therefore follows.

Based on the Optimality Principle of Dynamic

Programming, we know that there is no situation in

which a one-time deviation from the TTPSS is

profitable for an agent provided that conditions (1)

and (2) are satisfied. Therefore, we have proven that the

TTPSS is a symmetric sequential equilibrium strategy

of the TTP system stage game if conditions (1) and (2)

hold. If the TTPSS is played by every player in the

Trusted Third Party system stage game, then nobody

will cheat. Therefore, the average payoff m
¯
per period

for each player is

m̄ ¼ E½p� � ð1� dÞF: 5

The conditions given in the theorem show the

relationship among the various parameters for the

TTP to support the efficient cooperation. For example,

suppose there are repeated transactions where the

expected average payoff when behaving honestly is

E[p] = 10, h = 2 and the gain from cheating (1 + g)p is

30 where g = 2. We assume that f (x) = (1 + p)x where p

is the percentage of value that is incurred to inves-

tigate when a complaint is made. Let us suppose that

p= 0.5 and the cost of appealing Cp is 2 with C = 0.2.

We further assume that d = 0.9. Then, FV 100 as the

initiation fee is sufficient to encourage participants to

obtain a digital certificate, and 20V f ( J)p < 45 is the

judgment that is sufficient enough to provide the

incentives for not cheating or complaining about

being cheated. In other words, the TTPSS is in

equilibrium and supports honest behavior.

In summary, conditions (1) and (2) make the

design effective: First, it ensures that market partici-

12 An equilibrium usually consists of only a strategy for each

player, but a sequential equilibrium includes a belief for each player

at each information set at which the player has the move. In other

words, a sequential equilibrium emphasizes the formation of the

players’ beliefs [19].

S. Ba et al. / Decision Support Systems 35 (2003) 273–286 283



pants are adequately well informed and whether their

trading partner has defected before through the use of

their digital certificates. This information dissemina-

tion process does not require that every participant

know the full history of every other participant’s

behavior. Second, the design motivates auction par-

ticipants to keep informed and to sanction against

cheaters even though there is a personal cost involved.

Finally, the design provides incentives to the partic-

ipants to report cheating behaviors so that the cheater

will not profit from his action.

6. Discussions and conclusion

In this paper, we presented an analytical model

that is intended to provide guidelines for designing

extralegal institutions. Such institutions could be

used in the absence of legal enforcement to address

some of the critical issues in online auction markets.

By introducing a trusted third party that not only

issues digital certificate but also punishes cheating

behavior, agents can obtain information regarding a

trading partner’s past history. This can be done by

verifying whether the partner has a valid digital

certificate. If a digital certificate is issued through

strong authentication, a market participant will not be

able to easily change his identity after committing

fraud at one online auction site. That is, rather than

being simply an authentication tool, a digital certif-

icate also represents an agent’s reputation. In other

words, the reputation effect will follow the certificate

holder no matter where he goes because the certifi-

cate is bound to a real-world entity. This addresses

the limitation of the currently available systems, such

as the feedback forum at eBay where a participant’s

reputation does not reflect the whole past trading

history of the participant because of easily change-

able identities.

Another advantage of the model is that the reputa-

tion information associated with a digital certificate (a

participant’s online identity) is more reliable and less

prone to individual manipulation. Information is fil-

tered by the TTP before going public. Therefore, the

reputation information provided is more credible and

has more of an impact in future transactions.

However, there are some limitations to the current

design. In this research, we attempt to outline a

framework of a trusted third party that can promote

trust for online auction communities. Therefore, we

have simplified the actual world with some assump-

tions. For example, we assume that all the TTPs are

connected and it does not matter which TTP an agent

gets his certificate from. In reality, there could be

many TTPs located in different countries. How to

efficiently get information distributed from one TTP

to another is a big challenge and has to be worked out

in the future. Also, we assume that the TTP can

investigate each disputed case in a cost-effective

way. In addition, we do not address in this paper the

technological framework of the TTPs. Since verifica-

tion of certificates is a critical step of the model, being

able to quickly verify certificates and update informa-

tion on certificate status (e.g., valid or revoked)

becomes critical to the success of the model. Real-

time certificate verification is a major research topic in

the computer science community. The realization of

our design model certainly depends a great deal on

advances in that area.

Our design has strong practical implications.

Although it is widely acknowledged that obtaining

complete information about a trading partner is almost

impossible in global online auction markets, the

trusted third party presents an effective alternative in

filling the gap. The economies of online interactions

and the available computing power make possible a

reputation system that could not be supported other-

wise. In other words, with the services of TTPs, we

convert the private knowledge that exists between a

pair of business partners on their past trading behavior

to public knowledge, thus making the reputation

system effective again in global online markets. Due

to the existence of this knowledge base, business

agents have to maintain and protect their reputation

if they want to continue their business. Therefore, even

though information asymmetry may lead to market

inefficiency, we can design and create trusted third

parties to reduce asymmetric information, and thus to

prevent potential market failure. In a sense, creating

this kind of TTP could be a great business opportunity.

Just like Trust.e (http://www.truste.com) and BizRate

(http://www.bizrate.com) are currently playing an

important role in building trust in electronic markets,

our proposed TTP model sheds light on a new type of

TTP, which may significantly promote trust in online

consumer-to-consumer auction markets.
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